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The solution of space-fractional advection-dispersion equations (fADE) by random
walks depends on the analogy between the fADE and the forward equation for the asso-
ciated Markov process. The forward equation, which provides a Lagrangian description
of particles moving under specific Markov processes, is derived here by the adjoint
method. The fADE, however, provides an Eulerian description of solute fluxes. There
are two forms of the fADE, based on fractional-flux (FF-ADE) and fractional divergence
(FD-ADE). The FF-ADE is derived by taking the integer-order mass conservation of
non-local diffusive flux, while the FD-ADE is derived by taking the fractional-order
mass conservation of local diffusive flux. The analogy between the fADE and the for-
ward equation depends on which form of the fADE is used and on the spatial variability
of the dispersion coefficient D in the fADE. If D does not vary in space, then the
fADEs can be solved by tracking particles following a Markov process with a simple
drift and an «-stable Lévy noise with index « that corresponds to the fractional order of
the fADE. If D varies smoothly in space and the solute concentration at the upstream
boundary remains zero, the FD-ADE can be solved by simulating a Markov process
with a simple drift, an o-stable Lévy noise and an additional term with the dispersion
gradient and an additional Lévy noise of order @ — 1. However, a non-Markov process
might be needed to solve the FF-ADE with a space-dependent D, except for specific D
such as a linear function of space.
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1. INTRODUCTION

The space-fractional advection-dispersion equation (fADE), in which the
dispersive flux is described by a fractional space derivative, has been applied to
modeling the anomalous or super diffusion of solutes observed in heterogeneous
porous media (e.g., Refs. 2, 3, 4, 16, 24, 25). An excellent review of theoreti-
cal modeling and applications of superdiffusive processes from the nanoscale in
biological systems to very large-scale geophysical, environmental, and financial
systems was given recently by Metzler and Klafter.?” The upswing of the appli-
cations of fractional dynamics during the past few years mandates the exact or
closely approximate solution of the fractional partial differential equations (PDEs),
especially for the numerical solutions required for more realistic cases. This study
focuses on the numerical solutions of the fADE in one-dimension and is motivated
by observations of anomalous dispersion in porous media. The particle track-
ing method we use relies on identifying the forward equation for the associated
Markov process, and simulating that process from its Langevin equation. Since
these forward equations are space-fractional Fokker-Planck equations, the results
here should be useful in the broader context of those equations.?” Note that time-
fractional Fokker-Planck equations have also been considered,*”) but those equa-
tions are not related to any Markov process, and their particle tracking solutions
require very different methods.®® Currently, several numerical methods extended
from traditional numerical methods have been proposed to solve the fADE when
the transport coefficients vary in one or more dimensions, including the method
of lines,(!¥) the finite element method,®? and the implicit Euler finite difference
method.?V

The random walk particle tracking approach, in which the individual particle
movements are certain Markov processes, has been demonstrated by numerous au-
thors during the last two decades to be more computational efficient than traditional
numerical methods, such as finite element, finite difference, and characteristic
methods, when solving the traditional second-order advection-dispersion equation
(ADE). The particle tracking approach does not need spatial discretization(!>-17)
and it does not suffer the numerical dispersion problem.(') The superiority of the
random walk method to the standard numerical techniques is especially apparent
when we simulate solute transport using regional-scale and high-resolution nu-
merical models (e.g., Ref. 39). In addition, the random walk approach does not
modify (such as truncate) the target partial differential equations, and thus it does
not modify the nature of the physical problem. Furthermore, the stability and con-
vergence analysis required by the traditional numerical methods are not needed.
Most importantly, the random walk particle tracking approach can not only solve
the PDE, but also improve our understanding about the physical process by pro-
viding a description of the dynamics underlying the target PDE. However, this
method has not yet been extended to the fADE.
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This study examines the random walk particle tracking approach to solve the
one-dimensional fADEs. First, we derive and compare the forward equations for
the associated Markov process and the possible forms of fADEs. Then we build
appropriate Markov processes to control the particle motions and use the particle
number density to solve the fADEs. Especially, we focus on the fADEs with
space-dependent velocity and dispersion coefficients since they are more realistic
and there are no analytical solutions. Numerical examples are also presented as
demonstrations.

2. THE FORWARD EQUATION AND THE FADE

To force the random-walking particles to move in the same way that a parcel
of solute moves in porous media, we have to control the dynamics of particles
based on mean groundwater velocity and the velocity deviations embodied in the
fractional-order dispersion term. It is the only way to make the particle number
density and the solute concentration satisfy a same form of partial differential
equation.

There are several steps to tracking random walkers (or particles) to solve the
fADEs in this study. First, we explore the relationship between the dynamics of
random-walking particles and the resultant particle number density. Second, given
a certain forward equation, we can generate the corresponding Markov process;
and vice-versa. Third, we explore the possible forms of fADEs when the mean
flow velocity and dispersion coefficient are space dependent. Different forms of
the fADE arise that describe different transport behaviors of solutes, and thus
may require different Markov processes for particle tracking. The last step is the
analogy analysis of the forward equations and the fADEs, or the prescription of the
dynamics of particles based on the known or pre-specified groundwater velocity
and dispersion coefficients. These steps are discussed in this section.

2.1. The Markov Process and the Associated Forward Equation

The non-linear Langevin equation containing a Brownian motion (i.e.,
Ref. 31, p. 44) can be extended to a general case

dX(1) = A(x)dt + B(x)dLq(t), (1)

where dX(¢) [L] is a differential distance of travel, 4 [LT '] is a drift term,
X = X(¢) is the current state (particle location), d¢ [T] is a differential unit of
time, B [LT~'/%] is a term defining the strength of diffusion, and d L(¢) [T'/*]
is a standard Lévy «-stable noise, the increment process of a standard «-stable
Lévy motion L,(¢). Note that the parameters 4 and B related to the particle
dynamics are not necessary the same as the water mean velocity and dispersion
coefficient parameters belonging to solute transport in porous media. Also note
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here we use the Ito (not the Stratonovich) definition of the stochastic integral, to
be consistent with standard random-walk methods. The difference between the
Ito and the Stratonovich stochastic integrals and the choice of the Ito for standard
random-walk methods is discussed in Ref. 18. The different definitions of the
stochastic integral relate to different physical processes.
By extending the classical integer-order adjoint method (Ref. 8, Volume 11,
p. 338) to fractional orders, we find that the non-linear Langevin process (1)
corresponds to the following forward equation (see (A.5) in Appendix Al):
oP - 148 0% R

d _1—
—=——AP)+ D———(B*P)+ D——
ot Bx( )+ 2 8x“( )+ 2 o(—x)*

(B*P), (2

where « is the order of stability of the standard Lévy noise dL,(t), B is the
skewness, P is the transition probability density which is also the number density
of particles,(!” B* = sign(B) - |B|* where the sign(B) function is 1 for B > 0
and —1 otherwise, and D = —1/cos(ma/2). In this study, we consider the case
1 < a < 2. A similar forward equation was also derived by Yanovsky et al.4?)
using the Langevin approach. To simulate the anomalously rapid transport of
contaminants in porous media, we anticipate that the largest particle motions are
in front of the mean, so that 8 = 1, and thus the forward equation is of the form

aP 0 AP+ D 0

o~ e P Py
Note that the sign of the fractional dispersion term in (3) is negative if 0 < o < 1.
Equation (2) reduces to the classical second-order Fokker-Planck equation when
a=2.

The choice of B8 =1 is also discussed and used by Refs. 2, 3, 4, 35. As
demonstrated by field tests (e.g., Ref. 16), the contaminant transport through
fractal porous media tends to exhibit the maximum skewness, possibly due to
the fast transport of solute through preferential flow paths at all scales. The single-
side fractional derivative in (3) is different from the Riesz space-fractional deriva-
tive 9%/d|x|%, which is symmetric (e.g., Refs. 12). This symmetric fractional
derivative is a special case of (2) with 8 = 0. The random walks developed here
can be extended to the case with two-side fractional derivatives, where the Lévy
random noise may have weighted probabilities on both sides (not limited to be
symmetric).

We remark that it is also possible to develop variable coefficient transport
equations using a continuous time random walk (CTRW) model, see Refs. 7, 28).

o

(B°P). 3)

2.2. The Derivation of the fADE

The advection-dispersion equation describes the transport of dissolved
plumes, and can be derived following the mass conservation of solutes within
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a representative element volume fixed in space. The conservation of mass caused
by diffusive flux can be taken as a fractional order®® or as the integer order,®
resulting in different forms of fADEs.

First, we take the first-order conservation of mass, in which the diffusive flux
is fractional order and also non-local.®> The fADE is of the form

Ba_lC]

axafl

aC a d

— =——[V®)C]l+—|D 4

=) ]+ax[ ) @
Second, we take an alternative formulation using a fractional-order conser-

vation of mass, obtained by replacing the integer order divergence in the usual

formulation by a fractional analogue,® to the local diffusive flux. The resultant

fADE is

oCc 9! 9C

a
o7 = ol ecl+ W[D(x)a} (&)

where we keep the variation of flux caused by advection. Note that both (4) and
(5) are equivalent in the case where D(x) is a constant independent of the spatial
variable x. It is only in the variable coefficient case where we must distinguish
between the two cases (4) and (5).

The dispersion term in the fADE (5) can also be derived by taking the adjoint
of the dispersive flux in the fADE (4) (Appendix Al):

d - leN” 9e! aC
— | D(x)——— =———|Dx)— |, 6
{ ox [ *) dxo—! “ 9(—x)x-! |: ) ox i| ©
although the adjoint of the advection term gives a different form from (5). The
superscript * in the above equation denotes the adjoint operator. Later in this paper
we will show that (5) relates to a Markov process, whereas we have not been able
to relate the general Eq. (4) to any Markov process. To distinguish the two fADEs,

we denote the first version (4) as the FF-ADE since it contains a fractional flux,
and the second (5) as the FD-ADE since it uses a fractional divergence.

3. THE PARTICLE TRACKING SOLUTION OF FADE

In this section, we explore the particle tracking algorithm for each of the two
fADEs containing space-dependent parameters. Although the variability of mean
water velocity does not change the algorithm of particle tracking discussed in the
following, we consider the spatial variability of velocity too. For the purposes
of comparison and validation, we also consider the case of spatially constant
parameters.
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3.1. The fADE with Spatially Constant Vand D

When the groundwater velocity J and the dispersion coefficient D are space
independent, both forms of the fADE (i.e., (4) and (5)) simplify to
i __ac e
at ax dx¥
where V' and D can be constant or functions of time.
To simulate the contaminant transport described by the fADE (7), we generate
the following Markov process

dX(t) = Vdt + BdLa(t). 8)

; (7

where the random noise d L, (¢) can be calculated by
dLo(t) = (dD)* - Se(B =1, 0 =1, u=0), ©9)

where S,(8 = 1, 0 = 1, u = 0) represents a maximally positively-skewed, stan-
dard, zero-mean «a-stable variable (see Ref. 33) for the definition of a standard
a-stable, see also Appendix Al).

Following Meerschaert et al.?¥ (see also Appendix A1), it is easy to verify
that the correspondent density of particle numbers, P, satisfies the following
forward equation

P oP 9“P

=—V—+DB"—

ot ax ax®
with D = —1/cos(ma/2). The particle number density P in the above forward
equation is equivalent to the solute concentration C in (7). Therefore, the contam-
inant transport described by the fADE (7) can be solved by simulating the particle
movement based on the Langevin equation (8) with DB% = D. We note that this
fADE (7) is the forward equation of the Markov process (8) or, equivalently, the
associated abstract Cauchy problem considered by Bacumer and Meerschaert.(!)
Also note when D is constant (no matter the property of /'), the dynamics of
solute caused by a fractional dispersion of order « can always be simulated by
random-walking particles with random motions following an «-order Lévy noise
(see also Ref. 6).

3.2. The FD-ADE (5) with Space-Dependent Vand D

To simulate the contaminant transport with space dependent velocity and
dispersion coefficients as described by the FD-ADE (5), we take adjoints as in
Appendix Al to obtain the corresponding backward equation

8P 0 9e-1p
B ()_+a( )[()( - ]
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and rewrite this in the form

aP VBP + BB o“P 4 b, Be! 1P

3t ox T a(=x)e T TP j(—x)e 1
where D; = —1/cos(ra/2) and D; B¢ = D, while D, = —1/cos(m(a — 1)/2)
and Dng‘*l = —0dD/dx. Following the same argument as in Appendix Al, we
conclude that (10) is the backward equation for the Markov process

dX@)=Vdt+ B1dLy(t)+ BrdLy_1(2), a1

(10)

where the random noise d L,(¢) is the same as (9), and d L, (¢) is the correspond-
ing Lévy stable noise with the index o — 1. Since a Lévy motion is restricted to
0 < o <2, simulation of the space-variable fADE by this method is limited to
1 < o < 2. Also note that the dispersion coefficient D is assumed to vary con-
tinuously in space in this study, since we assume that its derivative exists. For
the case where D has jumps, the dispersion-gradient term in (10) and (11) does
not exist and the significant influence of heterogeneity interfaces on the drift of
particles needs to be accounted for by additional terms in the Markov processes.
Discontinuities of D and other transport properties such as porosity commonly
arise at abrupt contacts between geological materials (i.e., in composite porous
media). The study of the smooth parameter case can provide significant insights
for the discrete parameter case, and we will discuss the latter in a future paper.

3.3. The FF-ADE (4) with Space-Dependent V and D

The Markov process approach may not be applicable to simulating the solute
transport process obeying the FF-ADE (4) with a general form of dispersion
coefficient D. To illustrate, if (4) were to represent the forward equation for some
Markov process, the backward equation would have the form

oP oP 9! P
W T W[W’a]

and the last term on the right expands into an infinite series of fractional derivatives
and integrals using the fractional Leibniz rule:3%

gt IP] <~ (a—1)3"D(x) 9*"P
e P05 =2 (1)

v\ _y)a-n’
e n d(—x)" o(—x)
where (Z‘) = % We are not aware of any Markov process whose generator

involves fractional integrals, hence we are not able to develop particle tracking
codes for this equation in the case of a general D(x) coefficient.

The application of a non-Markovian process is beyond the topic of this study.
However, the Markov process is still applicable for specific cases; for example,
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when V' and D vary linearly in space. For the remainder of this section, we assume
that the water velocity and the dispersion coefficient are of the forms

Vix)=nx, n>0,

D(x) = V(x),

where a; [L%"'] is a constant dispersivity. This situation is thought to arise, for
example, in an aquifer that grows thinner at a linear rate or receives uniform
recharge from the surface. Now the infinite series in the fractional Leibnitz rule
terminates and the backward equation is

P %P aD 3*'p
B = VWG DG e D
which we rewrite in the form
EZVBP Y e P | Dy PP gl p ’ (13
ot ax A(—x)* 3(—x )1

where D; = —1/cos(ra/2) and D;BY = D, while D, = —1/cos(m(a — 1)/2)
and Dzeg‘fl = —(a — 1)0D/0x. Following the same argument as in Appendix
A1, we conclude that (13) is the backward equation for the Markov process

dX(t) = Vdt + By dLo(t) + &2 dLo_1(t), (14)

where the random noise d L (¢) is the same as (9), and d L, (¢) is the correspond-
ing Lévy stable noise with the index o — 1. Since a Lévy motion is restricted to
0 < a < 2, simulation by this method is limited to 1 < « < 2.

4. RESULTS OF NUMERICAL EXPERIMENTS

We test the random walk algorithms discussed above by comparing the ran-
dom walk particle tracking results to the analytical solutions, or to other numerical
solutions if analytical solutions are unavailable.

4.1. Example 1: The fADE with Constant Vand D

In this simplest case, we hold V" and D constant in a one-dimensional infinite
domain with the initial and boundary conditions

C(x,t =0)=8(x —xo),

C(x = %00, 1) =0,

where 6(x — xo) is a Dirac delta function representing an instantaneous point
source located at x. The groundwater velocity V is 0.24 m/day, and the dispersion
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Fig. 1. Simulated tracer concentration by random walk particle tracking method (symbols) versus the
analytical solutions (lines) at 244 days, for 1 < « < 2. The groundwater velocity V' is 0.24 m/day. The
dispersion coefficient D is 0.32 m*/day. The instantaneous point source is located at xo = 0. Color
online.

coefficient D is 0.32 m*/day. These values are the same order as those estimated by
Benson et al.®) for the MADE site. The skewed stable variables were generated by
the method proposed by Janicki and Weron.("¥ 1,000,000 particles were released
at xo = 0 and then tracked until the time of 244 days. We simulated the solute
concentrations for « increasing from 1.1 to 1.9 with a step size 0.2. The numerical
solutions closely match the analytical solutions (Fig. 1). Simulation results show
that the simulated particle number density (or the solute concentration) is not
sensitive to the total number of time steps.

As shown by Fig. 1, the peak lags further behind for smaller & because the
mean or center of mass is the same, and the leading tail is heavier, so the peak has
to lag behind to compensate.

4.2. Example 2: The FF-ADE (4) with a D Increasing Linearly
with Distance

The random-walk algorithm (14) developed for solving the FF-ADE (4) with
space-dependent ¥ and D was validated by an extension of the implicit Euler
finite difference method developed by Meerschaert and Tadjeran®) (Appendix
A2).

Assume o = 1.6 and that J and D are simple linear functions of space: V' =
0.01x m/yr,and D = 0.17 = 0.001x m'/yr. The simulated solute concentrations
using the random walk algorithm (14) generally match the numerical solutions
using the implicit Euler finite difference method (Fig. 2), implying the reliability of
the Markov process (14). Figure 2(a) also shows that the simulated particle number
density is not sensitive to the total number of time steps, which is consistent with
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Fig. 2. Effects of the time step size (a) and the number of particles (b) on the simulated concentrations
at T = 50 yrs using random walk particle tracking method. “finite difference” denotes the numerical
solutions of the implicit Euler finite difference method, and “RW” denotes the random walk method.
In (a), “nstep” represents the number of total time steps. The 10 and 2000 of nstep denote the time step
is 5 yrs and 0.025 yrs, respectively. In (b), “np” represents the number of particles. The groundwater
velocity ¥ is 0.01x m/yr, and the dispersion coefficient D is 0.001x m'/yr.

the result discussed in Section 4.1. However, the solution along the leading edge
of the plume, where concentrations are lowest, is sensitive to the total number of
particles used in the random walk simulations.

Extending these results, a future study may apply a Markov process with
constant diffusion coefficient to fitting the solute transport obeying the FF-ADE
(4) with a general form of dispersion coefficient. The three terms of particle
dynamics in (14) can be adjusted to characterize the influences of spatial-dependent
water velocity and dispersion on solute transport, and to investigate the relative
importance of the truncation of terms in the sums in the infinite series.

4.3. Example 3: The FD-ADE (5) with Space-Dependent V and D

The random-walk algorithm (11) developed for solving the FD-ADE (5) with
space-dependent V' and D was tested for two cases. In the first case, we checked
the algorithm indirectly by selecting a specific «. If « is very close to 2, then the
FD-ADE (5) should have similar solutions as a second-order ADE. It implies that
the Markov process (11) should result in a similar particle number density as the
Markov process used for the second-order ADE.

The second-order ADE with space-dependent / and D can be solved by the
following Markov process!®

dX(t) ~ A(x)dt + B(x)do(t). (15)
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Fig. 3. Simulated tracer concentrations for the Gaussian (¢ = 2) case, using the random walk particle
tracking method (symbols) versus the analytic solution (/ine). The groundwater velocity V' is 0.24
m/day. The dispersion coefficient D is 0.32 m?/day. The instantaneous point source is located at
xo = 0. The time is 100 days. Color online.

The drift 4 and the diffusion B are defined by water velocity V' and dispersion
coefficient D [also see, Ref. 17 Egs. (10) and (11)]:

A=V +0dD/ox, (16)

B = 2D. (17)

The dw(t) [T'/?] in (15) represents a Wiener process, and it can be expressed by
do(t) = ENVdt, (18)

where £ denotes independent normally distributed random variables with zero
mean and unit variance.

We first tested the Markov process (15) using the same constant V" and D as
in Example 1. The symmetric distribution of the simulated concentrations matches
the analytical solutions, and the accuracy of the random walk method depends on
the number of particles (Fig. 3). Then we solved the second-order ADE with space-
dependent ¥ and D. Assuming ¥ = 0.1x m/day and D = 0.06x m?/day for the
second-order ADE, we solved the solute concentration using the Markov process
(15). A Dirac pulse of contaminants is injected at xo = 25 m. A one-dimensional
semi-infinite domain (x > 0) is considered, and the boundary concentration at
both ends remains zero. At the upstream boundary x = 0, V' = D = 0. Also by
assuming ¥ = 0.1x m/day, D = 0.06x m'**°/day, and «=1.999 for the fADE
(5), and using the same initial and boundary conditions, we solved the solute
concentration using the Markov process (11). These two numerical solutions are
essentially identical (Fig. 4a).

In the second case, we tested the applicability of the random-walk algorithm
(11) for arbitrary 1 < o < 2 by comparing the particle tracking results to another
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Fig. 4. Simulated concentration profiles for the linearly varying coefficients ¥ = 0.1x m/day and
D = 0.06x m“/day. The instantaneous point source is located at xo = 25 m. (a) The solid line (“Gau”)
represents the numerical solutions of Gaussian case (¢ = 2), and the circles (“RW”) represent the
numerical solutions of random walk particle tracking method (¢ = 1.999). The time is 10 and 20 days,
respectively. (b) The solid line (“FD”) represents the numerical solutions of the implicit Euler finite
difference method (o = 1.7), and the circle (“RW”) represents the numerical solutions of random walk
particle tracking method (¢ = 1.7). The times are 10 and 20 days, respectively. Color online.

numerical solution similar to that discussed in Appendix A2, which is an exten-
sion of the implicit Euler finite difference method developed by Meerschaert and
Tadjeran.?") The ¥ and D used in the first case remain the same in the second
case, for the purpose of comparison. In this case the FD-ADE (5) simplifies to

aC o~ e
E = _—[V(X)C] + Ixe— I[D(X)g]
a—1 o2
:__(VC)—i-D(X) 5 (§> . _I)BD(x) 8 2(%)
ox 0xe72\ 0x
_ 0 e 8D(x) 3 C
=~V OCT+ D)2 + (@ = D= =

In the last step we replace the fractional integral of derivatives with derivatives
of'the fractional integral (see also, Ref. 29, p. 59, Theorem 2), and use the condition
that the solute concentration at the left boundary is zero. Following the same
process as in Appendix A2, we find that the above fADE can be solved numerically
by the implicit Euler finite difference method, and the numerical solutions will be
stable as long as the spatial grid size Ax satisfies

[ Vi = Vie T““
Ax < )
2(a = 1)(D; — Di—1)

where the subscript i denotes the spatial grid. The two different numerical methods
(Lagrangian versus Eulerian) give essentially identical solutions (Fig. 4(b)). This
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equation is a sufficient condition for the variable velocity model (5), but other
conditions apply for the constant velocity or pure diffusion model. Proposition 2.1
in Ref. 20 shows that for an explicit Euler scheme, stability requires that A¢/Ax®
is bounded. This also agrees with the condition in Gorenflo et al. (see Eq. (2.7) in
Ref. 9, Eq. (23) in Ref. 11, and Eq. (33) in Ref. 10).

Note that the second Lévy motion in (11) serves to describe the influence of
the spatial variation of dispersion coefficients on solute transport. The variation of
dispersion coefficients causes the particle to have additional movement over some
time increment, which can be expressed as a scaled Lévy motion with an order of
a — 1. The scaling factor depends on both the gradient of dispersion coefficient
and the fractional-order of the general dispersion in the fADE. When the fADE
(5) reduces to the 2nd-order ADE, the drift displacement of particles defined by
(11) reduces to (V + dD/dx)dt, since dL,_1(t) o (dt)*~', as expected in (16).
Also note again that the a-order Lévy motion in (11) has a different scaling factor
(D'/*) than the Brownian motion in (15) (+/2D), since a standard stable with
a = 2 is not standard normal.

5. DISCUSSION

The Markovian particle jump process may not be exactly the same as the
solute transport process. In other words, the forward equation may be different
from the fADE. First, the forward equation provides a Lagrangian description of the
dynamics of random-walking particles. The fADE, however, provides an Eulerian
description of solute fluxes. The translation from one to the other typically requires
an accounting of the spatial versus temporal variability of transport parameters.
Second, the form of the forward equation varies with the underlying Markov
process. Third, as also indicated by numerous other numerical experiments for the
Gaussian case (i.e., Refs. 15, 17, 38), the particles and the solutes have different
forcing factors if the dispersion coefficient varies with space. When the dispersion
coefficient does not change with space, the forward equation has the same form
as the FD-ADE, but it is still different from the FF-ADE. There is no reason to
treat them equally; for example, it may not be reasonable to explore the form
of advection-dispersion equation using random walkers (such as continuous time
random walks, e.g., Ref. 34) without distinguishing between the forward equation
and ADE.

In the FD-ADE (5), the variation of diffusive flux within a representative el-
ementary volume (REV) is caused by the diffusive fluxes at all upgradient zones.
In the FF-ADE (4), the variation of diffusive flux within the REV is caused by the
concentrations at all upgradient zones. For the case that the dispersion coefficient
D increases linearly with distance, the difference between the fADEs can be re-
flected by the different (¢« — 1)-order Lévy noise for particle movements described
by Markov processes (11) and (14). In the FD-ADE, the particles have a relatively
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larger movements caused by the (¢ — 1)-order Lévy noise, implying larger in-
fluence caused by the spatial variations of dispersion coefficients. Therefore, the
main difference of the two fADEs is that the particle movements contain more
memory of the dispersion coefficient in the FD-ADE than in the FF-ADE.

In addition, when « increases to 2, the dispersive flux in the FD-ADE is
similar to that in the FF-ADE, and the equivalent Markov processes also have a
similar form. Thus all Markov processes discussed in this study can be simplified
to the traditional particle tracking algorithm when the order o = 2.

This study emphasizes the difficulties encountered when solving a fractional
dispersion equation. However, the equations seek to represent the micro-scale
differential advective fluxes with a simpler dispersive term, hence the numerical
aspects of solving for velocity on a very fine grid are eliminated. It remains to be
shown whether solving a coarse-grid fractional equation is more computationally
efficient than solving a classical ADE on a very fine grid. In multiple dimensions,
the mean flow fields can be highly curved, and the Lévy motion skewness is
represented by a probability measure on the unit sphere (see some numerical
aspects explored by Roop©?).

Sokolov and Metzler®® demonstrated that the space-fractional diffusion
equation is not uniquely connected to a trajectory, so that the fADE solutions
do not contain all the relevant information about the trajectories. Hence it is pos-
sible that alternative particle tracking schemes also exist, as different stochastic
models may have the same governing equations for the particle tracking.

In a heterogeneous porous medium, it may also be useful to consider a fADE
in which the order of the fractional derivative is a function of the spatial variable.
A related model with a space-varying order of a fractional time derivative was
recently considered by Chechkin et al.’®) for a problem in fractional kinetics. That
extension is beyond the scope of this paper, and will be investigated in a future
study.

6. CONCLUSIONS

1. The fADE of order 0 < o < 2, with constant or time-dependent coeffi-
cients, may be solved by using a Markov process with a Lévy noise of
order o and a simple drift. The particle drift equals the advection of so-
lutes, and the Lévy noise of particle displacements represents the random
motion of solutes caused by local differential advection.

2. When the dispersion coefficient D varies in space, the FF-ADE (4) of order
1 < o <2 cannot be solved by Markov processes, except for specific D
such as a linear function of space.

3. When D varies continuously in space and the solute concentration at the
upstream boundary remains zero, the FD-ADE (5) of order 1 < o < 2 can
be solved by simulating a Markov process with a simple drift, an «-stable
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Lévy noise and an additional term with the dispersion gradient and an
additional Lévy noise of order o — 1.

A.1. THE FORWARD EQUATION DERIVED BY THE ADJOINT
METHOD

Let x(¢) be a Markov process with transition density ¢,(x, y), denoting the
likelihood of x(#) = y given x(0) = x. If we let

u(t, x) = / 4urs o) dy.

then u(t, x) is the expected value of u(x(¢)) given that x(0) = x. If we define
o) = [ a,x. ) dy.

then 7; is a semigroup® with generator L defined as

T — T T _
Lug(x) = lim 1uo(x) — Touo(x) — lim M,
t—

0+ t—0 t—0+ t

and then the function
u(t,x) = T; up(x)
solves an abstract Cauchy problem
ou

5 Lu, u(x,0) = up(x).

This is also called the backward equation, since it maps probabilities backward in
time. The non-linear Langevin equation (1):

dX(t) = A(x, t)dt + B(x, t)dL(t)

defines a Markov process with the following generator (Ref. 7, p. 379, Theorem
3.3; and Ref. 37)

5 9
LuzA(x,t)£+/ [u(x +y) —ulx) = lfyzf]

B(x, )"¢(dy) (A1)

where ¢(dy) = Cpay=*~'dy for y > 0 and ¢(dy) = Cpa|y|™*'dy for y < 0
with C = (1 — a)/[I"'(2 — @) cos(re/2)] is the Lévy measure of a standard stable
law (see, e.g., Ref. 23, Theorem 7.3.5) and B(x, ¢) is continuous. Note that for
1 < a < 2 we have"

a’f(x) a-—1 o

dx® N F(Z — a) 0 [f(x - y) - f(x) —|—yf’(x):| ay*lfa dy
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d°f(x)  a-—
d(—x) T'Q2-

1 > _ _ / —1l—a
| e —rele e ay

Then we can take (after a little rearrangement) the generator to be of the form

8“u+D B(x. 1" %u
dx« pEL A(—x)”

0 _
Lu = A(x, t)a—” + DgB(x, 1)* (A2)
x

with D = —1/cos(ra/2) compare Ref. 24 and then u(t, x) solves the backward
equation

ou _Ai)u 4 h Baa“u 4 PpB® 0%u

ot Tox T AT gxd TEPT 5 o
where 4, B may depend on both x and #, and p = (1 + 8)/2and g = (1 — B)/2
relating back to the skewness parameter of the stable law.

Let v(s, y) be the density of x(s) = y given that x(0) has density vy(x), then

(A3)

u(s, y) = / 45 (. y)vol) dx.

We will derive the forward equation by extending the classical approach (Ref. 8,
p. 338) to the fractional case. Let

Hs. 1) = f o(s. yut. ) dy

= [ [aemmerax [ zmozrdzay

-/ ( [ a2 dy>vo(x)uo(2)dx dz

= [ [ gt ooy dx az (A4)

so H(s,t) = G(s + t) only depends on s + ¢. Then
OH 0H
ds ot

and so

9 9
3 u(s, Yu(t, y)dy = 35 / u(s, Yu(t, y)dy
S

which is equal to

0 0
/ ols. y)ut, ) dy = / ut, y)-v(s, V) dy.
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Now substitute the backward Eq. (A.3) in the left-hand side of the above
equation to get

0
f o(s, )Lu(t, y)dy = / ut, y)-v(s, 1) dy.

Substitute (A.2) to get

dul(t, _ a%ul(t, _ a%ul(t,
/U(S’y)[A u(t, y) + DqB" u( y)+DpBa u( y)]dy
dy ay“ (—y)

a
— [ut.n)| oo

which can be shown equivalent to

o o

bl - _
[ e y)[—a(Av(s, P+ D5 (Bu(s ) + Dp

0
- / u(r,y)[gv(s,w} dy.

Letting t — 0, u(¢, y) — uo(y), an arbitrary function, so the forward equation
follows:

(B*v(s, y))} dy

o

_ 9
3(_x)a (Bav(s, x))"l‘ Dp Fyee (Bav(s, x))

E?—Sv(s, x)=— %(AU(S, x))+ Dq
(A.5)

Clouds of particles that follow the Langevin equation (1) can therefore be tracked
to solve the forward Eq. (A.5).

To see why the two integral forms are equivalent, consider each of the three
terms in square brackets separately. For the first term, we get immediately via
integration by parts that

ou(t,y)
ay

0
/ o(s. ) Ay, 1) dy = - / G ) AG Ot ) dy.

For the second term, use an alternate formula for the positive fractional
derivative®? to get

_ 0%u(t,
[ s | Daso.or =2 ay = [usn

_ 1 0082 Ly = _
[DqB(y,t)“F(z_a)/O ”(;yyz 2 "‘dzi|dy. (A.6)
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Switch the order of integration and substitute x = y — z in the integral on the right
to get

> 1 dul(t, i
\/0 DQMZIWI:/U(S,X'FZ)B(X +Z,t)“%dx dZ.

Finally, integrate by parts twice in the inner integral to get

00 2
/0 DQﬁzl_a |:/ %{U(S, X +2)B(x + z, t)* hu(t, x)dx_ dz

= [ utt.x)| Bg—" m B 0¥z "dz |d
_/u(,x)[ qm/o @{v(s,x—i—z) (x+z )}z z:| X

_ 0%
:/u(t,x)an(_—x)a[v(s,x)B(x,t)“]dx. (A7)

In the last step we use an alternate formula for the negative fractional derivative.??)

The third term is similar to the second, and is left to the reader. An additional term
with 0 < & < 1 in the Langevin equation (1) leads to additional additive terms in
the forward equation. An argument similar to the one detailed above shows that
these additional terms have the same form asthe 1 < o < 2 termin (A.5), but note
that D = —1/cos(rar/2) is negative for 0 < a < 1 and positive for 1 < o < 2.

A.2. SOLVING THE FADE WITH SPACE-DEPENDENT PARAMETERS
BY THE IMPLICIT EULER FINITE DIFFERENCE METHOD

The fractional advection-dispersion equation with space-dependent coeffi-
cients is:
aC(x, 1)
ot

3~ 1C(x, 1)
axa—l

= —i[V(x)C(x, Hl+ 2 [D(x) ] + S(x, 1), (A.8)
ax ox
where 0 < @ — 1 < 1, and S(x, ¢) represents the source/sink term. For the sim-
plicity, we assume that the velocity V' (x) and D(x) are functions in space, but not
in time. This is corresponding to the case of steady-state flow. We also assume that
V(x) are positive, and V' (x) and D(x) are monotone increasing with x, to keep
consistent with Section 3.2.
Using the implicit Euler method, the above fADE can be solved as

i+1

C-n+1 —Cn Cf'H—l _ C-n+11 V. — V‘,l 1
i i _Vi i i—-1 C(1+1 ! 1 Di o C(t+1
IN; Ax i T Ax kz_; pa S ikt
Di— D <~ 1
e L A s (A9

k=0
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where gj is the Griinwald weight for the az-order fractional derivative, and f is the
Griinwald weight for the (a — 1)-order fractional derivative.?!) Note that 7 = Ax
here.

Equation (A.9) can be built for every node, thus we can get the following
equations:

[F]C™! = C" + AtS™H!, (A.10)

where [F]is a (K + 1) x (K + 1) coefficient matrix; C"*!, C", and S"*! are
(K 4+ 1) x 1 matrix (i.e., a vector); and K + 1 denotes the total number of nodes.
The entry in [F] is

0, ifj>i+1
—D; 2 g, ifj=i+1
Fi ;= 1+VZ'A'+AtV Vl—Di%gl DA?"hftlfo, ifj =i
—Vi%—Dz’h—agz D D'lhfflfl, ifj=i—1
—DiBlg g — BEPALAL L ifj<i—1
Choose i so that |x;| = max{|x;| : j =0, 1, ..., K}, and then the eigenvalue

of matrix [F ] is@h

At Xi—1 Vi Vici
J=0,j#i
i+1 i—1
D; — D, At X;
|:g1+ Z 8i j+1—:| A—x}z"‘_—l[ﬁ)+ Z i—j_j.:|~
J=0.j#i J=0.j#i '

(A.11)

Since the 2nd term on the right hand site of (A.11) is non-negative, thus the
eigenvalue A has real part exceeding 1 if:

1
Vi—Via At < X
Re{AtT - Dih_a g1+ Z -gi—j+1x_i
J=0,j#i

D;—D;\ At
Ax el

}: fi }} >0. (A.12)

J=0.j#i

Now we look for the requirements of spatial and temporal step sizes, Ax and
At, in order to satisfy the inequality (A.12).

In a zero-shift Griinwald approximation forano — 1 order (0 <o —1 < 1)
fractional derivative, the only positive term in the sequence of Gmnwald Welghts
is fo = 1. Note also that the weights sum to zero. Therefore, 0 > Z im0,y Jimj =
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—foforanyi=1,2,---.Since |x;/x;| < land f; <Oforj=1,2,---, K, we
get:

1> fo+ Z fi—j

Jj=0,j#i

(A.13)

X
Xi

In a 1-shift Griinwald approximation for an « order (1 < o < 2) fractional
derivative, the only negative term in the sequence of Griinwald weights is g; = —a.
Therefore, Z’tloj#, gi—j+1 < —giforanyi =0,1,2,....Since |x;/x;| < 1and

gi>=0forj=0,2,..., K, we get:

i+1

X

—o =g+ E gi—j+1|
J=0.j#i '

<0. (A.14)

Define w = Z’JHO i GimjH1E I and note the complex number |w| < «. So

—D;2t [g1 + Z] 20,4 8i-jH1 T ] = D;#t[a — w] has positive real part, since
a—wliesinacircle D : {z € C . |z — a| < «} in the complex plane consisting
of complex numbers that all have positive real part. Therefore, the inequality

(A.12) will be satisfied if

Vi—=Visi  D;—Di—y At
Re{At F VR e—r Z S 1200 (A3
J=0,j#i
Since % hff : in the above inequality are non-negative reals, we get the

following relationship based on (A.13):

i—1

D Dl 1 At )Cj D,’ _Di—l At
_ -z . A.16
Ax hal[f°+_z_ ,-]— Ax  he T (A.16)
Jj=o0,j#i
Therefore the inequality (A.12) will be satisfied if
Vi—Visi Di— D1 At
At — > 0. (A.17)

Ax Ax  he 1 —
Define aﬂ:Z’}‘hJ 2 fi- j;—’ and note that |@'| < 1. Then we have
Di—Di_ _A Di—Di_ _A
— ~ lﬁ[f0+zj 0]7&1‘»;, 1 t

] = —= 5 e[l + '], and since |o'| < 1
this implies that ‘—MA—,’[I +a)/]‘ <2 [M A,’l] since |1+ o'| < 2.

Ax
Ax e Ax ke
Now (A.15) will follow as long as:

Vi—=Via [Di — D1 At :|
>2 .

At (A.18)

Ax Ax he-l
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In the above inequality, Ar > 0 and Ax = & > 0. Based on the previous assump-
tion (i.e., V' (x) and D(x) increases with x), (V; — V;_1) > Oand (D; — D;_;) > 0,
we have:

A A LA
‘] , (A.19)

Ax < |-—— 1
2D; — D,

which is the stability requirement of (A.9). In conclusion, the implicit Euler method
is stable for any time step size Af as long as the spatial grid Ax is sufficiently
small.
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